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Abstract: In the recent field of Information and Technology, the cloud computing has been introduced as an most emerging 
technology which provides on-demand self-service and broader access to the network by managing the provision and the 
release of shared pool of computational resource in a manner that reduce the resource utilization cost. Resources needed to 
maintain and implement the management system and to address customer requirement including personal, work 
environment, information, and financial resources. Verification of resource needs for particular activities is integrated with 
the process of defining and initiating the activity. Resource provisioning means to provide resources as per the requirement 
of the application with keeping in mind the Quality-of-service defined in the SLA. It is a very challenging task to provide 
resources in a manner to achieve the QoS as defined in the SLA. CSP should ensure that all the applications running on the 
cloud get the resources as per their requirements. In this paper, we have reviewed the various resource provisioning 
techniques proposed by researchers considering different parameters. 
Key Terms: Cloud Computing, Resource Provisioning. 

 

I. INTRODUCTION 
Cloud computing is the fastest growing technology in IT 
industry. A very large amount of IT enterprises have started 
migrating their application development work to the cloud 
environment as it provides broad network access, resource 
pooling, elasticity, on-demand services. As users get the 
required resources from cloud, they don't have to buy 
hardware, software licenses / install software, drivers etc 
and the time and the money can be saved. Cloud service 
providers make the job of an application developer easy by 
providing necessary services to its users. Therefore, cloud 
users can make use of the existing services provided by the 
cloud service providers rather creating new services which 
is difficult and time taking process. The cloud provides 
various services like Infrastructure-as-a-Service and 
Platform-as-a-Service which reduces the cost for the 
establishment of necessary infrastructure to develop an 
application. In cloud, users can acquire the resources 
provided by the cloud service provider and get their 
applications developed and deployed on cloud. The cloud 
service providers can provide the resources to the cloud 
user as per the static requirements or the workload of the 
user or by considering various parameters. To decide the 
proper number of resources needed for the implementation 
of user task so that one can reduce the commercial cost 
from user's point of view and increase resource usage from 
service provider's point of view is challengable task. 
Resource provision refers to determination, establishment 
and run time management of software and hardware 
resources. It considers SLA( Service Level Agreement ) to 
provide resources to the cloud users. Specific 
characteristics of the service (scope, quality, 
responsibilities) are defined in SLA. This is a primary 

agreement between cloud user and cloud service provider. 
Static/ dynamic assignment of resources must be done as 
per the requirements of an application. So the final 
objective of the user is to decrease the resource usage cost 
and from service provider's perspective to increase the 
profit. To accomplish the goal user must request to service 
providers to provide resources either statically or 
dynamically. According to the user request, service 
provider come to know that how many resources are 
required to fulfill the request. Service provider allocates 
resources such as QoS parameters like waiting time, 
availability, security must be reached  without violating a 
SLA.  
This paper aims to contemplate the resource provisioning 
variants. Section II describes resource provisioning types. 
Section III lists various resource provisioning techniques 
and their performance benefits. Section VI describes 
conclusion and future directions. 

II. RESOURCE PROVISIONING TYPES  
 As per the requirement of the application, resource 
provisioning techniques can be categorized into two types: 
1. Static Resource Provisioning 
If any application is having expected and fixed demands, 
one can use static provisioning effectively. User has to 
mention  fixed requirements so that service provider will be 
able to provide the same while starting the application. 
 
2. Dynamic Resource Provisioning 
If any application is having unexpected and varying 
demands, dynamic provisioning is used  whereby VM may 
be migrated on-the-fly to new VM. In this case, service 
provider assigns extra VMs to the users if needed and 
removes them.  
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In resource provisioning, various parameters are considered 
such as response time, workload, reduced SLA violation etc. 
The resource provisioning algorithm designed must take 
minimum time to respond while executing the task. Also, it 
must consider the workload of the each VM and able to 
reduce SLA violation.  
 
For effective use of the cloud resources, resource 
provisioning techniques are to be used. Many researchers 
have proposed methods for resource provisioning with 
respect to various parameters like resource provision based 
on deadline provided, resource provision based on cost 
analysis or budget constraints, resource provision based on 
Service Level Agreements[11], etc.  
 

III. RESOURCE PROVISIONING VARIANTS 
 
1. Resource Provisioning based on Execution Cost: 
In [12], author had proposed an algorithm for resource 
provisioning and scheduling on Infrastructure as a Service 
(IaaS) clouds. The strategy contained two methods meta-
heuristic optimization technique and particle swarm 
optimization (PSO) which tries to minimize the execution 
cost by keeping in mind the deadline constraints. Also, 
heuristics are considered to generate schedules with lower 
implementation cost. The whole technique is divided in two 
phases. In the first phase, all the resources that will be used 
to run the task are selected for resource provisioning, while 
in second phase, each task is associated with the computing 
resources such that the requirements of QoS are met. 
 
This strategy works well for smaller size of work-flows but  
for larger size of work-flows, the scheduler generates lower 
make spans and higher costs to to meet the deadline. 
 
2. Resource Provisioning based on Budget Constraint: 
In the Resource provisioning with budget constraints for 
adaptive applications, the provisioning of resources takes 
place by considering the budget which is predefined for 
each application in cloud[13]. To allocate the 
resources,following parameters are used. 
� Resource budget,  
� Time constraint 
� QoS parameters i.e. response time, CPU 
utilization. 
CPU and memory usage take in consideration for 
calculating cost. Each VM has a predefined share in the 
host system's CPU cycle. There are two ways to to run the 
jobs: Capped mode- The VM running on this mode can 
execute their jobs within their share only. In a case, if an 
application requires more amount of share than predefined 
from the CPU cycle, they can't execute their jobs even if 
there is any idle CPU cycle. Non-capped mode- The VM 
running on this mode can execute their jobs if they need 
extra amount of share in CPU cycle. While allocating the 

CPU cycles to the VM, the controller first checks for the 
cost and compare it with the budget of VM user. If it 
crosses the maximum budget limit then it will allow only 
those resources which are best fit to the budget. Otherwise 
it allocates all the requested resources.  
 
As shown in table 1, resource cost can be decreased 
significantly by using this approach. Also, there is a 
provision to perform parameter adaption to encounter 
different time and budget requirements. This approach 
seems unrealistic because exact amount of CPU and 
memory usage cannot be known in advance.  

 
Execution 

Time 
(Hour) 

Resource Cost 

Linear Pricing Model Expo. Pricing Model 

General 
model 

Proposed 
model 

General 
model 

Proposed 
model 

1 450 390 550 400 

3 600 410 750 395 

5 800 400 1150 406 
Table 1: Resource cost of conventional and proposed model for Linear and 
Non-linear pricing model [2] 
 
3. Automated Resource Provisioning 
In [8], author proposed a method for automated provision 
of cloud services where the services are a set of 
components that could be mapped and remapped to the 
resources which are created dynamically. This approach has 
described an architecture for deploying and managing the 
virtual infrastructure and deployed services in cloud. Also, 
it consists of four layers named infrastructure layer, service 
orchestrator layer, abstraction layer and design layer 
respectively. In this architecture, the service provision has 
been done based on a template which incorporates the 
requirements of services and options and also behavior of a 
group of resources. To integrate the deployment and to 
reconfigure the behavior for services where the description 
of logical components is given for scaling the components 
and for changing the configuration as per the need.  
 
As shown in table 2, time needed to provide software 
component is significantly small as compare to time needed 
to create infrastructure. This model uses parallel 
deployment method so that large cloud deployment time 
can be decreased. This approach is lacking for the 
automatic computation features like fault-tolerance, 
management of SLA and assurance for QoS. 
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No. of VMs Execution time(s) 

Infrastructure Time Deployment Time 

1 60 35 

2 68 32 

3 75 40 

4 74 41 

5 75 33 

6 78 34 
Table 2: Execution time for VM deployment and infrastructure[3] 
 
4. Resource Provisioning based on Heuristics 
In [16], Static algorithm had been proposed to schedule a 
work-flow of an instance based on deadline constraints in 
IaaS cloud. This algorithm considers partial critical paths 
for each work-flows and also some parameters like 
heterogeneity of VMs, pay-per-use and time interval 
pricing model. They calculate latest finish time of each task 
based on maximum time limit and availability of an 
instance. Based on heuristic, they try to minimize the 
execution cost of the task. They are not able to use 
complete work-flow structure because they have used 
optimization at task level. They can generate more optimal 
solution by developing optimization technique at global 
level. 
 
5. Resource Provisioning Based on Predictions: 
The researchers have developed algorithms that handles the 
resource provisioning based on some predictions. In [14], 
the management of resource provisioning is done based on 
predictions where they made use of machine learning 
algorithms and sliding window techniques of time-series 
analysis. Machine learning algorithms like Linear 
Regression and Neural Network are used to handle the 
future demands. Prediction is better in Neural Network 
approach than Linear Regression.  
 
This paper also considers sliding window technique for 
prediction. Prediction is more accurate by using sliding 
window as it gives more particular knowledge about pattern 
in neighborhood of the estimated data point. But, this 
algorithm works very slow as it takes time to train Neural 
Network. Another drawback of this algorithm is that the 
process of training the Neural Network must be repeated at 
specific time interval and that should be derived from the 
usage behavior of resources in cloud. 
 
 
 
 
 
 
 

6. Resource Provisioning based on Priority 
The proposed algorithm in the paper [18] aims to allocate 
the resources dynamically to the incoming requests. The 
VMs are allocated to the jobs as per the priority given to 
each jobs. The algorithm also considers the various 
parameters like predicted execution time of each job, 
priority given to each job, lease type associated to each job. 
In this proposed algorithm, first the cloud-broker has to pre-
configure and store all the VM images in cloud which 
provides a platform to execute the user's jobs. All the 
submitted user's jobs are queued. A system-level scheduler, 
pre-configured by the service provider, runs at a particular 
system in cloud, which gets executed periodically. The 
scheduler carries out the following tasks each time when it 
gets executed: prediction of incoming work-loads in future, 
provision of VMs in advance, allocation of jobs to VM. 
releasing idle Vms and if the predicted execution time of 
newly arrived job is high, start the necessary number of 
VMs. This proposed approach attempts to develop a 
priority-based preemption policy which tries to improve 
resource utilization. VMs get allocated to each job by 
considering their priority and the lease type associated with 
each job. The following are the lease types associated with 
the jobs. Cancellable : These kind of requests can be 
scheduled to execute at any time once after they arrive and 
need not to be resumed later. These leases do not guarantee 
the deadline. Suspendable : These kind of leases guarantee 
the execution but not a deadline. Jobs associated this kind 
of lease can be suspended any time but should be resumed 
later. It is possible to schedule these jobs any time after 
they are ready to execute. Non-Preemptable : The jobs 
associated this type of lease should not be preempted.  
 
When a high priority job request arrives and no VM is free 
to allocate to newly arrived job, then a low priority job, 
getting executed into a VM has to preempt it's resources 
and allow newly arrived high priority job to use the 
resources, preempted by the low priority jobs. When a new 
jobs arrives for execution when a VM is not free to execute 
this job, the algorithm finds two low priority jobs with their 
lease types. The job having the lease type as cancelled gets 
preempted. When two low priority jobs arrive, the job 
having a lease type as canceled and whose execution time is 
also low gets the first priority for execution. When 
scheduler finds two low priority jobs with suspendable 
lease type, the job having executed a minimum amount of 
work gets the high priority for preemption.  
 
The disadvantage of this method is that the difference 
between predicted time and actual time is very large(as 
shown in fig. 1) so it is not feasible to apply in real time 
environment.  
 

 Fig. 1 Difference between  actual and predicted time per job [19] 
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IV. CONCLUSION AND FUTURE DIRECTIONS 
This survey presents various resource provisioning variants 
with their merits and demerits. It shows the performance 
variance while considering different parameters and 
different methods. The efficient dynamic resource 
provisioning or automated resource provisioning is one of 
the elementary challenge in cloud, because a tradeoff 
between professional SLA and different constraint like max 
resource utilization, cost etc. In future, we will proposed a 
method for automated resource provisioning. It has 
adaptive nature so that resources can be fully utilized. 
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